QR Factorization

CPSC 406 - Computational Optimization



Overview

e Orthogonality
e QR properties

e Solution of linear least-squares problems

2/14



Orthogonal vectors

Two vectors x and y in R"

recall cosine identity

z'y = ||z[]2/|yl[2 cos b

x and yin R™ are orthogonal if

zTy=0 (cosf =0)

x and y are orthonormal if

z'y=0, z'xz=1, y'y=1

a set of orthogonal n-vectors {q1, . . . , g } are linearly independent

= if m = nthenit’s a basis for R"
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Orthogonal matrices

Ann X r matrix () is orthonormal if its columns are pairwise orthonormal:

gl @ o @

192 9392 - @G Qo
Q=lq| | ql QTQ=| o | =1

99 Qa8 - Qg

e ifr = n (ie, Q) is square) then (Q is orthogonal

Q'=Q" and QTQ=QQT=1I,

e orthogonal transformations preserve lengths and angles

|z|l2 = ||Qz]l2 and 2Ty=2"QTQy = (Qz)"(Qy) and det(Q)

+1
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Question: Orthogonal matrices

Let Q be an . X n orthogonal matrix (so QT Q = I,,). Which of the following statements is
always true for any vectors x, y € R"?

a. |Qz| = [z, but || Qul| 7 [[y]

b. (Qz)T(Qy) = =Ty

c.det(Q) = +1

d. [|Qz|| # ||=||, and angles are distored by Q?
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QR Factorization

n n m-n n
PAN
~ | = Rl [n
0 m-n
A = Q R
where
1. Q|5 orthogonal ( QTQ QQT =1,,) using LinearAlgebra
Q, R = qr(A)

2. Ris uppertrlangular(R‘7 = Oforz > J)
3.range(Q) = range(A)
4.range(Q) = range(A) = null(AT)
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Reduced QR Factorization

For Am x nwithm > n, full rank

A R
m A — Q \In

n n
taking column by column, with Q = lq1 | -+ | qn]
a1 = T114q1

az = T12q1 + 72292
a3 = 71391 + 72392 + 73393

an = T1nq1 + T2n42 R T'nndn
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Question: Columns of ()

Let A be anm X m matrix (m > n) of full column rank, and suppose A = QR is its reduced QR
factorization. The columns of () form an orthonormal basis for which of the following subspaces?
e A.Therow space of A

e B.The column space of A

e C.The null space of A

e D.The orthogonal complement of the column space of A
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Nonsingular equations with QR

Given n X n matrix 4, full rank, solve

Az =0

solve by QR factorization A = QRand Q7Q = 1

mathematically
r=A'=(QR) =R 'Q 'b=R Qb

computationally

using LinearAlgebra

Q, R=qr(A) # 0(n"3) <— dominant cost

y =Q'b # 0(n"2) <—— matrix-vector multiply
X =R \vy # 0(n™2) <—— triangular solve
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Geometry of Least-Squares via QR

min ||Az — b||?,

reR"?

| Az — b||?

QT(Az —b)|®
> T
R . 6_2
oo
= | Rz — QTb||% +

(1)

b

Qo]

N——

(Az — b)T(Az — b)
(Az — b)TQQ" (Az — b)

2

(2)

A=QR
null(Q)
m B\, r= QTb
4/\ N\
% o
az
0 range(ﬁ)

where (1) is minimized when Rx = QTb and (2) is constant
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Question: Least-Squares and Orthogonal
Projections

Consider the least-squares problem

min ||Az — b||,
zeR"

Let A = QR and ¢ = QT'b. Which of the following best describes the meaning of ¢$?

e A.cisthe orthogonal projection of b in the original space.

e B.cisthe coordinate vector of the projection of b onto the column space of ().

e C.cisorthogonal to every column of ).

e D.chas no geometric interpretation for the least-squares problem.
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Solving Least-Squares via QR

min ||Az — b||?, A=QR

reR"?

mathematically

ATAxr = ATb
R'QTQRz = RQTb
Rz = QTb
z=R'QTb
computationally
X using LinearAlgebra X
F = qr(A) # 0(n™3) <—— dominant cost

Q, R = Matrix(F.Q), F.R # extract _thin_ Q, and R
y =Q'b # 0(n™2) <—— matrix-vector multiply
X =R \vy # 0(n™2) <— triangular solve

more numerically stable than solving ATAxz = ATb directly
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Question: Geometric Interpretation of R

In the factorization A = Q R, with Q having orthonormal columns, what is the geometric
interpretation of the triangular matrix R?
a. Ris an orthogonal matrix that preserves angles and lengths.

b. R describes how the columns of A can be expressed as linear combinations of the columns of
(2, capturing their coordinates in the orthonormal basis.

c. Ris the null-space basis of A.

d. Ris a diagonal matrix containing the singular values of A.
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Accuracy of QR vs Normal Equations

For € positive, this matrix has full rank because sin®(6) + cos?(8) = 1

[sin?(01) cos?(0; +¢€) 1]
sin®(0s) cos?(fy +¢€) 1

A=
.2 2
| sin“(0,,) cos“(0,, +¢€) 1]
using LinearAlgebra
® = LinRange(0,3,400)
g = le-7
A = @. [sin(8)"2 cos(B+e)”2 ©670]
xe = [1., 2., 1.]
b = Axxe
xn = A'A\ A'D # Compute xn via normal equations

Q, R=gr(A); Q = Matrix(Q) # Compute xr via QR
xr = R\ (Q'b)

xb =A\Db # Compute xb via backslash
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@show xn Xxr xb;



